
Journal of Hydrology 403 (2011) 352–359
Contents lists available at ScienceDirect

Journal of Hydrology

journal homepage: www.elsevier .com/locate / jhydrol
Non-isothermal, three-phase simulations of near-surface flows in a model
permafrost system under seasonal variability and climate change

Andrew Frampton a,b,⇑, Scott Painter c, Steve W. Lyon a,b, Georgia Destouni a,b

a Department of Quaternary Geology & Physical Geography, Stockholm University, Sweden
b Bert Bolin Centre for Climate Research, Stockholm University, Sweden
c Computational Earth Sciences Group, Earth and Environmental Sciences Division, Los Alamos National Laboratory, USA

a r t i c l e i n f o
Article history:
Received 24 September 2010
Received in revised form 7 February 2011
Accepted 3 April 2011
Available online 13 April 2011
This manuscript was handled by P. Baveye,
Editor-in-Chief

Keywords:
Permafrost hydrology
Three-phase flow
Seasonal variability
Climate change
Runoff
0022-1694/$ - see front matter � 2011 Elsevier B.V. A
doi:10.1016/j.jhydrol.2011.04.010

⇑ Corresponding author at: Department of Qua
Geography, Stockholm University, Sweden.

E-mail address: andrew.frampton@natgeo.su.se (A
s u m m a r y

Permafrost responses to a changing climate can affect hydrological and biogeochemical cycling, ecosys-
tems and climate feedbacks. We have simulated a model permafrost system in the temperature range
associated with discontinuous permafrost focusing on interactions between permafrost and hydrology
using a non-isothermal, three-phase model of water migration coupled to heat transport in partially fro-
zen porous media. We explore the subsurface hydraulic property controls on the formation and dynamics
of permafrost, and how this impacts seasonal variability of subsurface runoff to surface waters. For all
subsurface conditions considered, the main common hydrological signal of permafrost degradation in
a warming trend is decreasing seasonal variability of water flow. This is due to deeper and longer flow
pathways with increasing lag times from infiltration or thawing through subsurface flow to surface water
discharge. These results show how physically based numerical modelling can be used to quantitatively
and qualitatively improve the understanding of how permafrost thawing relates to, and may be detected
in, hydrological data. This is advantageous since hydrological data is considerably easier to obtain, may be
available in longer time series, and generally reflects larger-scale conditions than direct permafrost
observations.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction

Stream flows in cold regions are integral products of water flow
through different water subsystems (soil water, groundwater,
stream networks) and cryosphere components (glaciers, perma-
frost), of which all may change in a changing climate. Permafrost
clearly changes in a changing climate (Nelson, 2003; Hinzman
et al., 2005; Zhang et al., 2005; Anisimov and Reneva, 2006), with
effects on hydrological and biogeochemical cycling, ecosystems,
and climate feedbacks (MacLean et al., 1999; Nelson, 2003; Hinz-
man et al., 2005; Smedberg et al., 2006; McNamara et al., 2008;
Woo et al., 2008; Cui and Graf, 2009; Francis et al., 2009; Frey
and McClelland, 2009). The hydrological flow responses to perma-
frost change constitute essential links in all these effects. However,
these links are largely unresolved because it is difficult to relate ob-
served stream flow changes directly and specifically to permafrost
change, due to the flow system complexity (Nelson, 2003; Hinz-
man et al., 2005; Francis et al., 2009), and the difficulty and inad-
equacy of field observation of both permafrost and hydrology in
ll rights reserved.
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permafrost regions (Woo et al., 2008; Bring and Destouni, 2009;
Arctic-HYDRA, 2010).

Some progress has been made in relating changes in hydrolog-
ical storage and discharge characteristics to seasonal active layer
variability (Carey and Woo, 2001; Yamazaki et al., 2006) and
long-term permafrost thawing (Lyon et al., 2009; Lyon and Desto-
uni, 2010). However, much uncertainty remains, for example
regarding the development of arctic river discharges and main
causes for their change (Peterson et al., 2002; Manabe et al.,
2004; Wu et al., 2005; McClelland et al., 2006; Dyurgerov et al.,
2010). An overview of recent advancements in permafrost model-
ling is provided by Riseborough et al. (2008), which highlights the
need of adapting transient numerical models. Also, Woo et al.
(2008) emphasize the need to improve the modelling of subsurface
hydrology interactions with active layer dynamics. There is there-
fore a need for studies of water flows and their potential changes in
permafrost regions that are based on a fundamental physical
understanding of subsurface hydrology as well as ice formation
and thawing processes.

Even though the current generation of numerical permafrost
models are able to handle greater complexity than analytic or
semi-analytic approaches, these have generally been constrained
to one-dimensional domains of vertical extent only (Riseborough
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et al., 2008). This imposes obvious limitations to simulated results,
as three-dimensional hydro-thermal (and mechanical) effects are
neglected; hence, there is a need to improve the realism of numer-
ical models. A notable exception is found in the recent study by
Bense et al. (2009), where a two-dimensional finite element
numerical model is used to simulate long-term permafrost degra-
dation in a warming climate. They were able to link increase in
base flow to the presence of thin, shallow groundwater systems
residing above a permafrost layer, and also predicted re-activation
of dormant groundwater below the layer for a warming climate. In
their analysis a fully saturated aquifer was assumed, i.e. the water
table was assumed to coincide with the top surface boundary,
which neglects effects of air–water phase dynamics occurring in
unsaturated regions. Also, no seasonal variability in surface tem-
perature was implemented, and further only homogenous porous
media scenarios were analyzed, considering three cases of aquifer
permeability values.

In our study, we have conducted a series of physically based,
two-dimensional simulations of permafrost and hydrological
change under both seasonal variability as well as a warming
trend in surface temperature. We have used the recently devel-
oped MarsFlo code (Painter, 2011), which is a non-isothermal,
three-phase model of water migration coupled to heat transport
in partially frozen porous media, and analyzed flow discharge in
various homogeneous and heterogeneous soil textures represent-
ing subsurface conditions typically occurring in arctic and sub-
arctic regions. The main aim of the simulations was to
investigate the capabilities of physically based numerical model-
ling to enhance the understanding of the interactions between
permafrost thawing and near-surface water flows in continuous
and discontinuous permafrost environments. With this aim, the
simulations focused on quantifying permafrost and associated
soil and ground water flow responses, subject to seasonal vari-
ability and long-term increase of surface temperature in different
homogeneous and heterogeneous soil and groundwater systems.
2. Method

2.1. General modelling theory

The MarsFlo code (Painter, 2011), originally applied to simu-
lation of Martian hydrology (Painter and Grimm, 2007; Grimm
and Painter, 2009), has in this study been adapted to simulate
permafrost and hydrology interactions on Earth by appropriate
assignment of physical and constitutive parameters. The code
solves non-isothermal (heat transport) conservation equations
for two member components; water, which can occur in the
ice, liquid and vapour phases, and a gas species, which can occur
in the gas phase and be dissolved in water. For the adaptation
considered in this study, the gas species is used to represent
air and is assigned the properties of nitrogen. In the following
a brief presentation of the governing equations of the MarsFlo
model is given; for a complete description see Painter (2011),
describing also the MarsFlo code evaluation and validation
against other relevant numerical codes and analytical solutions
where applicable.

Using the extended Darcy’s law for multiphase flow, the mass
conservation equations for the two member components b ¼ w; a
(representing water and the air species) in the given phase
p ¼ l; g; i (representing liquid, gas, and ice) are
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Here s is the phase saturation (sl + sg + si = 1), t is time, u is porosity,
n is density on a molar basis, q is mass density, x is mole fraction, k
is the absolute permeability, kr is relative permeability, l is dy-
namic viscosity, P is phase pressure, z is the vertical coordinate, g
is the acceleration due to gravity, D is the diffusion coefficient, S
is the mass source rate, and s is the phase-dependent tortuosity.
In this notation, ‘‘liquid phase’’ air should be interpreted as dis-
solved air. Ice-phase air is not tracked, so xa

i � 0: Note that the mole
fractions satisfy the relation xa

p þxw
p ¼ 1 for p = l, g, i.

The corresponding energy balance equation assumes local ther-
mal equilibrium among the ice, liquid, gas and rock, leading to
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where T is temperature, u is specific internal energy, h is specific en-
thalpy, je is the equivalent thermal conductivity for the rock–
water–ice mixture, SE is the thermal energy source, and the sub-
script rock denotes the solid (rock) phase.

Various constitutive relationships are needed to incorporate the
non-isothermal phase dynamics of water and air. In particular,
relationships are needed to describe equilibrium constraints for
species dissolution in the liquid phase, to relate phase saturation
with capillary pressure and permeability (for obtaining hydraulic
conductivity), to estimate phase-dependent thermal conductivities
of partially saturated media, as well as to estimate phase-depen-
dent diffusive transport properties.

The empirical retention model by van Genuchten (1980) is used
to relate capillary pressure Pc with liquid retention S⁄,

S�ðPcÞ ¼ 1þ Pc
P0

� �mh i�k

for Pc > 0

S�ðPcÞ ¼ 1 for Pc 6 0
ð4Þ

where P0 and k = 1–1/m are empirical curve fitting parameters. The
retention model is combined with pair-wise relationships for satu-
ration and interfacial-dependent capillary pressure, depending on
interface (ice–liquid or liquid–gas), in order to obtain relationships
between capillary pressure and liquid phase saturation sl (Fig. 2a).
That is, the retention curve for the liquid–ice system is

sl

sl þ si
¼ S�

rgl

ril
Pcil

� �
ð5Þ

and the retention curve for the gas–liquid system is

sl

sl þ sg
¼ S�ðPcglÞ ð6Þ

where rgl and ril are gas–liquid and ice–liquid interfacial tensions,
Pcgl and Pcil are the gas–liquid and ice–liquid capillary pressures,
respectively. In order to relate the ice–liquid capillary pressure to
temperature and chemical composition of the liquid phase, the fol-
lowing approximation of Loch’s model (Loch, 1977) is used

Pcil ¼ �PX � qih
0
iw ln

T
T0

� �
� �PX � qih

0
iw

T � T0

T0
ð7Þ

where h0
iw is the heat of fusion of water at T0 = 0 �C, and PX is the os-

motic pressure. First, temperature T is used in (7) to obtain the ice-
liquid capillary pressure Pcil; thereafter the retention relationship
for S⁄ in (4) is combined with (5) to obtain liquid saturation index



Fig. 2. The applied relationships between water saturation and capillary pressure
(upper) as well as water saturation and hydraulic conductivity (lower) for the three
soil types used in simulations.

Fig. 1. The simulation domain and boundary conditions.

Table 1
Physical properties assigned to the three soil types used and combined in the
simulations.

Soil type Porosity
(–)

Liquid saturated
thermal
conductivity
(W/m K)

Mineral phase
specific heat
capacity
(J/kg K)

Saturated
hydraulic
conductivity
K (m/s)

Silt 0.45 1.3 837 7.1 � 10�7

Silty sand 0.38 1.5 750 3.2 � 10�6

Sand 0.25 1.68 620 2.5 � 10�5
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sl, (noting that sg + sl + si = 1); and finally this allows for the gas–li-
quid capillary pressure Pcgl to be obtained by inverting (6).

Mualem’s model for relative permeability (Mualem, 1976) is
combined with the van Genuchten retention model to relate liquid
phase relative permeability krl with liquid phase saturation
(Fig. 2b),

krl ¼ ðslÞ1=2 1� 1� slð Þ1=k
� �k

� �2

ð8Þ

Since the gas phase has a much lower viscosity than water, gas
is relatively free to move and results are generally not sensitive to
choice of model for gas-phase permeability; a simple linear
assumption krg = sg is used to relate gas relative permeability with
gas phase saturation.

It is important to note that the unfrozen water content and the
relative permeability to liquid water at all temperatures are fully
specified by the chosen capillary pressure and relative permeabil-
ity relationships for unfrozen conditions. That is, hydraulic conduc-
tivity is obtained from the liquid saturation index, which in turn
decreases with temperature below the nominal freezing tempera-
ture, since the liquid-available pore space decreases with increas-
ing ice phase saturation index. This formulation, which relies on
thermodynamic constraints and well-established models for
dynamics of three fluid phases in porous media, is in contrast to
previous models of freezing in soils that rely on purely empirical
fits to the unfrozen water fraction and empirical ‘‘blocking factor’’
adjustments to the relative permeability curves below the nominal
freezing temperature. That empirical freezing characteristic curves
are not required is important because these are not as widely avail-
able as the familiar characteristic curves for unfrozen media, which
have been compiled for many soil types.

The equivalent thermal conductivity je of the rock–water–ice
media is obtained from both the liquid and ice phase saturation
levels as

je ¼ Kef jsat;f þ Keujsat;u þ 1� Kef � Keu
� 	

jdry ð9Þ

where jsat,f and jsat,u are the thermal conductivities for frozen and
unfrozen media under saturated conditions, jdry is the dry (unsatu-
rated) conductivity, and Kef and Keu are the Kersten numbers for
frozen and unfrozen conditions, respectively. The Kef and Keu

parameters depend on ice and liquid content, respectively;
power-law fits in si and sl capture the general trends and provide
sufficient flexibility (Painter, 2011). However, it is acknowledged
that dependence of thermal conductivity on ice and liquid content
may vary from site to site. Also, jsat,f and jsat,u are related to poros-
ity and thermal conductivities for ice and liquid phase water using
the proposed empirical fits by Andersland and Ladanyi (1994). The
dry conductivity is related to porosity and thermal conductivities
for mineral grains using relationships proposed by Peters-Lidard
et al., (1998).

The resulting conservation equations are solved by adopting an
integral finite difference method with fully implicit time stepping.
Further details on the numerical approach and application of con-
stitutive relations are described by Painter (2011).

2.2. Permafrost simulation scenarios

The simulation domain configuration considered in this study
represents a two-dimensional soil section (Fig. 1) with a depth be-
low the land surface of either 20 m or 30 m, depending on simula-
tion case. The top boundary is open to flow (surface infiltration)
and has an assigned annual variation in temperature. The bottom
boundary is closed to flow and has a specified geothermal flux
boundary condition. The left boundary is no-flow by symmetry. A
seepage face condition is imposed at the right boundary by speci-
fying gas pressure and temperature, and setting capillary pressure
to zero. In order to represent an unfrozen region near a river (a riv-
er talik), the seepage face boundary condition is treated as follows.
The temperature at the base of the seepage face is set to 0.5 �C, at
the top it is set to the imposed annual variation in temperature,
and then linear interpolation is used between the top and bottom
to assign temperature along its depth.

Table 1 shows the different soil properties, across a range typi-
cal for silt, silty sand and sand, which were used and combined in
the simulations to represent different types of homogeneous and
heterogeneous soil formations. Fig. 2 shows the constitutive rela-
tionships used for capillary pressure and hydraulic conductivity



Table 2
The simulation scenarios considered.

Case Soil type Infiltration rate I (mm/year) Domain depth (m) I/K (–)

Sand1 Sand 750 20 0.001
Silt1 Silt 50 20 0.002
Silt5 Silt 50 30 0.002
SiltySand1 Silty sand 700 20 0.007
SiltySand5 Silty sand 700 30 0.007
SiltySand5a Silty sand 100 30 0.001
Discon5 Silty sand on right half and Sand on left half 100 30 0.0002
TwoLayer5 5 m layer of silty sand on top of silt 100 30 0.001
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to water saturation for the soil textures considered. Table 1 also
lists hydraulic and thermal properties assigned to the different soil
textures, and Table 2 outlines the simulation scenarios considered,
where different combinations of soil types, surface infiltration
rates and domain depths are investigated. These were chosen in or-
der to investigate a selection of representative subsurface configu-
rations found in many arctic and subarctic environments on Earth.
This is a first-order approximation and, of course, other possible
configurations could also be encountered in these environments.

In each case considered, the permafrost formation and degrada-
tion under variable and changing surface temperature is simulated,
and the resulting water fluxes within and out from the soil domain
through a seepage face boundary is calculated. The water flux
through the seepage face represents groundwater discharge into
a surface water body such as a river. Each simulation has two
phases. In the first phase, the temperature at the soil surface varies
sinusoidally with a 1-year period, an annual mean of �1 �C, and a
peak-to-trough amplitude of 30 �C. Water is introduced into the
model as infiltration through the top boundary and depends on
the assigned annual infiltration rate (Table 2). Also, infiltration is
applied as liquid water during non-freezing surface temperatures
only, keeping the net infiltration rate constant. Effects of accumu-
lated snowfall and snowmelt are not included in these initial sim-
ulations. This means seasonal events such as snowmelt and intense
rainfall are averaged out and equally distributed over the non-
freezing periods. The first-phase simulations start from an arbi-
trary initial state and stop when a periodic steady state is reached
for water flow, which typically requires simulation periods of hun-
dreds of years. This periodic steady state allows for a stable sce-
nario where generally a seasonally changing active layer
develops to a certain depth, and a clear permafrost region being
constantly maintained beneath it.

The results from the first phase are used as initial conditions in
the second phase, simulating 100 years with a warming trend of
0.01 �C per year. This allows for the simulation of soil water and
groundwater flow responses to a long-term increase (in addition
to the seasonal variability) of surface temperature, as could be ex-
pected, for example, under future climatic changes. Again, this is a
generic trend considered as a potential future scenario. The magni-
tude of such an increasing trend is reasonable, based on previous
work (e.g., Lyon et al., 2009), with specific testing of different
trends and amplitudes of temperature fluctuations being outside
the scope of this first study.

3. Results

Fig. 3 shows snapshots of permafrost and water conditions at
the periodic steady state phase (i.e. without a warming trend) for
three soil formation examples. As seen for instance for the case
of homogeneous silty sand (SiltySand5), permafrost has formed
at depths of approximately 3–5 m. The active layer exists above
that depth range, a frozen vadoze zone lies below the ice-saturated
layer, and the groundwater table and a thin aquifer lie below the
vadoze zone. During the summer months, a thin aquifer is also
perched on the ice layer and water is diverted toward the seepage
face. However, along most of the seepage face, water saturation is
not reached which results in no or little discharge. Instead, flow in
the unfrozen region near the seepage face is primarily vertical and
recharges the underlying aquifer, with only water from that aquifer
discharging through the seepage face.

In the case of homogeneous sand (Sand1, Fig. 3), the relatively
high saturated hydraulic conductivity, K, and low capillary pres-
sure of the sand allow water to drain rapidly when infiltration
stops in the winter months. For these conditions, no ice-saturated
layer forms. In a heterogeneous formation case with sand on the
left half and silty sand on the right half of the simulation domain
(Discon5, Fig. 3), a permanent ice-saturated layer does form, but
only in part of the domain, yielding discontinuous permafrost. In
this case, infiltrating water that is blocked by the permanent ice
layer in the silty sand region flows both to the left and below the
frozen layer, as well as to the right and above it, yielding a bimodal
distribution of flow paths to the seepage face.

Fig. 4 shows the long-term development of seepage flux with
time after start of the warming trend. Results are exemplified for
the three textures SiltySand, Discon and TwoLayer in the domain
size with depth 30 m. For the SiltySand texture, a comparison is
made for two values of the fraction I/K, where I is the net infiltra-
tion rate at the surface, and K is the saturated hydraulic conductiv-
ity in the subsurface formation (cf Table 2). The top panels in Fig. 4
show the evolution of annual flow variability over ten decades
after the warming trend is initiated. The middle panels show the
development of annual maximum and minimum fluxes for the en-
tire warming trend (i.e. during the 100 years), and the lower panels
show seasonal and annual average seepage fluxes for the warming
trend period.

By comparing SiltySand5 (I/K = 0.007) with SiltySand5a (I/
K = 0.001), we see that a smaller I/K fraction yields smaller differ-
ences between annual maximum and minimum flux (Fig. 4, middle
panels), and generally leads to smaller temporal flow variability
(top panels) as well as smaller differences between seasonal aver-
age fluxes (bottom panels). This is also evident by considering Dis-
con5, which has an even lower I/K = 0.0002, albeit representing a
different soil texture.

Next consider the cases SiltySand5a (homogeneous silty sand
texture) and TwoLayer5 (heterogeneous formation with a 5 m
layer of silty sand on top of silt), which have the same I/K fraction.
The layering in the latter case yields preferential flow through the
thin, relatively high-conductive, upper silty sand layer. This prefer-
ential flow formation yields greater flow variability, seen as greater
differences between the seasonal average fluxes (bottom panels),
than in the comparative case of a homogeneous silty sand.

Comparisons between the homogeneous formation cases Silty-
Sand and Silt with different domain depths are provided in Figs. 5
and 6 respectively. These results show that a smaller depth extent



Fig. 3. Snapshots showing frozen and gas fractions in the domain during the periodic steady state phase for three simulation cases. The simulation scenarios are explained in
the main text and Table 2. Note the distorted horizontal scale, which emphasises and allows details to be seen near the seepage face on the right.
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of the flow domain (20 m, right columns) yields greater temporal
flow variability than the greater depth (30 m, left columns), a re-
sult that is consistent with findings from subsurface flow studies
in non-permafrost regions (Prieto et al., 2006).

Simulation cases with large I/K ratios (cases SiltySand1 and
SiltySand5 in Fig. 5) and/or small formation depths (cases Silty-
Sand1 and Silt1 in Figs. 5 and 6 respectively) also exhibit occa-
sional transient spikes in their pre-warming flow variability over
the year, which disappear with the warming trend (cf upper pan-
els). Such spikes are due to saturated conditions occasionally being
reached and yielding groundwater discharge relatively high up on
the seepage face, whereas the rest of the time groundwater dis-
charge is purely from the lower aquifer. Besides these occasional
transient spikes, the seepage fluxes generally peak in Fall
(	0.5 year) and are smallest in Spring (	0 year and 1 year), as
can be seen from the top rows of Figs. 4–6. In the pre-warming
periodic steady-state phase, the main seepage flux peak typically
lags the surface temperature peak by about 0.25 years. The warm-
ing trend generally increases this lag, as is clearly visible e.g. for the
case TwoLayer5 in Fig. 4, further delaying the main flow peak in
the fall relative to the main temperature peak in the summer.

4. Discussion and conclusions

Based on the model results obtained in this study, permafrost
spreading and continuity may notably depend on subsurface
hydraulic properties, in addition to the temperature conditions
that are often used as an only base for characterizing permafrost
conditions in absence of comprehensive direct permafrost mea-
surements over large scales. Specifically, for the same present sur-
face temperature conditions, a locally continuous permafrost
region forms in low-conductive soils, while no permafrost forms
in high-conductive soils, and locally discontinuous permafrost
forms in heterogeneous soils.

Independently of subsurface properties, however, permafrost
degradation due to a warming trend consistently decreases the
seasonal variability of groundwater discharge into surface waters.
The tendency toward episodic flows is also reduced. This decreased
seasonal variability is the result of increased active layer depth,
which allows more water to flow in between discontinuous perma-
frost parts down to the deeper aquifer before discharging into sur-
face water. As a consequence, the warming trend and permafrost
thawing increase the depth and length of subsurface flow paths,
and the lag-times of subsurface water flow from infiltration or per-
mafrost thawing to surface water discharge. These main results
and implications are schematically illustrated in Fig. 7.

Permafrost change is difficult to observe directly on large scales.
Even where direct permafrost observations are made today, they
need to be compared with typically unavailable corresponding
observations from the past in order to determine changes in the
permafrost. This study has demonstrated the usefulness and
importance of applying three-phase, temperature dependent flow



Fig. 4. Long-term development of seepage flux with time after start of the warming trend for five simulation case examples with various soil textures and I/K fractions. Upper
panels: the evolution of annual flow variability over ten decades after the warming trend is initiated. Middle panels: annual maximum (red) and minimum (cyan) flows for the
duration of the ten decades. Lower panels: seasonal average flows (blue: autumn; cyan: winter; green: spring; red: summer; black: mean annual) over the ten decades. The
illustrated cases are homogeneous silty sand formations with I/K = 0.007 (SiltySand5) and I/K = 0.001 (SiltySand5a); a heterogeneous formation with silty sand the right half
(closest to the seepage face) and sand on the left half with average I/K = 0.0002 (Discon5); and a dual layered formation consisting of silty sand with I/K = 0.001 on top of silt
(TwoLayer5). A summary of the simulation configuration details is given in Table 2.

Fig. 5. Long-term development of seepage flux with time after start of the warming trend for a homogeneous silty sand formation. Comparing the effect of domain depths
30 m (SiltySand5) and 20 m (SiltySand1), both with I/K = 0.007 (cf Table 2). Upper panels: the evolution of annual flow variability over ten decades after the warming trend is
initiated. Middle panels: annual maximum (red) and minimum (cyan) flows for the duration of the ten decades. Lower panels: seasonal average flows (blue: autumn; cyan:
winter; green: spring; red: summer; black: mean annual) over the ten decades.
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Fig. 6. Long-term development of seepage flux with time after start of the warming trend for a homogeneous silt formation. Comparing the effect of domain depths 30 m
(Silt5) and 20 m (Silt1), both with I/K = 0.002 (cf Table 2). Upper panels: the evolution of annual flow variability over ten decades after the warming trend is initiated. Middle
panels: annual maximum (red) and minimum (cyan) flows for the duration of the ten decades. Lower panels: seasonal average flows (blue: autumn; cyan: winter; green:
spring; red: summer; black: mean annual) over the ten decades.

Fig. 7. Schematic illustration of main simulation results and their implications. The subsurface hydraulic properties and heterogeneity control the formation and continuity of
permafrost, as well as its seasonal variability and episodic effects on subsurface runoff to surface waters. For all subsurface conditions, the common main hydrological flow
signal of permafrost degradation in a warming trend (from blue to red flow paths/discharge) is decreasing seasonal flow variability, due to deeper and longer subsurface flow
paths and increasing lag times of subsurface water flow from infiltration or permafrost thawing to surface water discharge.
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modelling, as this allows for systematic investigations to be con-
ducted on the responses of permafrost hydrology to climate vari-
ability and climate change, under different local and regional soil
conditions. Furthermore, it has shown how permafrost change
may be reflected in, and thereby detected through its effects on
hydrological flows.

Long-term hydrological observation records are often available
and can be used to detect different types of permafrost change
reflections and indicators in these records. Previous studies have
identified changes in temporal variability of the base flow from
groundwater as one indicator of permafrost change (Brutsaert,
2008; Lyon et al., 2009; Lyon and Destouni, 2010). The present re-
sults of consistent decrease in temporal flow variability during per-
mafrost thawing across a range of different conditions point at
another possible such indicator. Moreover, the results of ground-
water flow paths becoming deeper and longer during permafrost
thawing point at additional indicator possibilities, for instance,
increasing dissolved inorganic carbon concentrations in stream
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water due to increasing weathering products along longer flow
paths (Walvoord and Striegl, 2007; Lyon et al., 2010). A range of
such different indicators can thus be identified and further investi-
gated by physically based modelling of permafrost hydrology for
increasingly more complex/realistic model system conditions,
and by direct comparison of such model results and implications
with available hydrological data, to increase the understanding
and check the reliability of various permafrost change
interpretations.

As is the case with all modelling, also the present model analy-
sis is simplified and limited. The modelled scenarios consider only
a relatively moderate imposed temperate regime (sinusoidally
varying annual mean temperature of �1 �C and half-amplitude of
15 �C, to represent an example seasonal variability in surface tem-
perature), a relatively mild climate change scenario (with annual
mean temperature gradually increasing from �1 �C to 0 �C over a
100 year period, to represent an example long-term change devel-
opment in surface temperature), and constant water infiltration
rates at the soil surface (to represent various examples of mean an-
nual infiltration conditions, but with no other variability than that
related to temperature considered in these hydrological conditions,
in order to here clearly distinguish the specific temperature vari-
ability and change effects on flow variability). Relaxing, for exam-
ple, the latter condition in new simulation scenarios, by
considering also seasonal variation and small-scale temporal fluc-
tuations in the surface infiltration rate, may for some site condi-
tions yield results where the presently found consistent decrease
in temporal flow variability during permafrost thawing is over-
whelmed and hidden by the added infiltration variability. The
modelling approach of this study can then be further used to sys-
tematically relax different simplifying assumptions, and identify
under which conditions such relaxation leads to different implica-
tions for the detection and interpretation of permafrost change
through hydrological records. Even with its limitations, the present
study illustrates the strength and capabilities of adopting physi-
cally-based numerical models to improve understanding of the
interactions between permafrost change and changes in near-sur-
face water flow dynamics, and highlights the scientific and practi-
cal need to use available field data for directly checking such
model-implied change interactions under the changing climate in
arctic and subarctic regions.
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